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Cognitive Practice in the Era  
of the Internet of Things:  
Ave, Homo Connectus!

This article offers a philosophical investigation of how the Internet of Things 
(IoT) reconfigures cognitive practice, reshaping the structure of knowledge, 
decision-making, and subjectivity in the digital environment. It demonstrates that 
IoT is not merely a technological infrastructure but a mechanism that embeds 
cognition within algorithmic and service-based systems, reducing epistemic 
autonomy and deepening dependence on platforms and automated protocols. The 
study conceptualizes Homo connectus as a new socio-technical form of subjectivity 
shaped by platform dependency, technical mediation of action, algorithmic 
production of meaning, and systemic constraints on reflective decision-making. 
These transformations affect education, knowledge production, and professional 
competence by introducing structural reliance on service ecosystems and reducing 
individual cognitive sovereignty. To analyze these dynamics, the article introduces 
the Autonomy-Enabling Ratio (AER), a novel metric for assessing the extent of 
cognitive autonomy within connected environments. AER captures the ratio 
between autonomous and externally regulated scenarios of knowledge, education, 
and professional practice, providing a tool to identify algorithmic overreach and 
the erosion of human agency. This work contributes to philosophical discourse by 
framing IoT as both a technical and epistemic phenomenon, critically examining its 
implications for human autonomy, meaning-making, and social interaction in the 
context of pervasive digital infrastructures.

Keywords: Internet of Things, cognitive practice, autonomy, philosophy of IoT, 
service dependence, Autonomy-Enabling Ratio, Homo connectus.

Introduction

The Internet of Things (IoT) constitutes a technological framework based 
on infrastructures and protocols that integrate physical objects into digital 
networks for data collection, processing, and exchange. Connectivity defines 
the core of IoT, transforming objects into functional participants within digital 
ecosystems. Philosophically, IoT represents an infrastructural mode of knowl-
edge production, wherein cognitive action – the processes of generating, in-
terpreting, and applying knowledge – displaces cognitive action beyond the 
bounds of the subject through algorithmically mediated environments.
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The architecture of IoT emerges from automated technical systems, algo-
rithmic behavior regulation, and service interaction protocols. The prolifera-
tion of IoT necessitates conceptual analysis of emerging cognitive and social 
configurations, where knowledge becomes embedded in technical infrastruc-
tures, and access to these infrastructures determines the subject’s epistemo-
logical position – their structural role in knowledge creation and legitimation 
[Floridi 2014: 112; Zuboff 2019: 217].

The conceptual origins of IoT trace back to the 1990s, emphasizing the 
digital integration of physical objects via unique identifiers [Ashton 2009]. 
Subsequent development materialized through sensor networks and cyber-
physical systems. Structurally, IoT advances three epistemological trajecto-
ries: digital unification of knowledge, formalization of normative behaviors 
through digital protocols, and algorithmic governance of service interactions.

This dynamic reflects the materialization of cognitive processes – the in-
corporation of knowledge and cognitive structures into technical infrastruc-
tures, wherein action and knowledge are realized via algorithmic systems. 
The concepts of datafication [van Dijck 2014] and networked epistemology 
[Weinberger 2011] emphasize the automation of knowledge configuration as 
a functional determinant.

Philosophical approaches to IoT remain fragmented, lacking comprehen-
sive models for understanding its cognitive and epistemological implications 
– particularly regarding the reorganization of cognitive action, knowledge le-
gitimation, and autonomy.

Within the philosophy of information [Floridi 2014], IoT is framed as a 
component of the infosphere that redefines conditions of existence, commu-
nication, and cognition. In surveillance capitalism [Zuboff 2019], IoT functions 
as an infrastructure for behavioral data extraction. The philosophy of technol-
ogy [Hui 2021] examines IoT as the convergence of material and computa-
tional domains, where environments operate as algorithmic systems. Related 
perspectives [Amoore 2020; Kitchin & Dodge 2020] conceptualize IoT as a 
framework of computational normalization. Anthropological research [Dour-
ish & Bell 2011] addresses everyday device integration but neglects cognitive 
transformation. Techno-ethical studies [Greengard 2015] also underrepre-
sent epistemological considerations.

Unresolved philosophical problems include: the translation of cognitive 
practices into digital protocols; restructuring of subjectivity within algorith-
mic service environments; delegation of epistemic agency to technical sys-
tems; and redefinition of knowledge legitimation. Addressing these gaps ne-
cessitates conceptualizing IoT as a system of cognitive practices that reshapes 
subjectivity, education, and knowledge structures – culminating in the forma-
tion of digital episteme, knowledge produced and operationalized through 
technical infrastructures, forming what can be termed a digital episteme.
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This article provides a philosophical framework for analyzing cognitive 
practices embedded within technical environments that reconfigure knowl-
edge, learning, and interaction. It introduces the concept of Homo connectus, 
a form of subjectivity defined by the realization of cognitive activity within 
platform-dependent, algorithmically mediated environments.

The methodology integrates epistemological, institutional, and education-
al analysis of cognitive action through hermeneutic reconstruction (conceptu-
al models derived from philosophical traditions), critical analysis (translation 
of cognitive processes into technical protocols), and scenario modeling (risks 
associated with subject transformation in digital infrastructures).

The article proceeds in five sections: (1) IoT as materialized cognitive 
practice; (2) philosophical dimensions of cognitive transformation; (3) cog-
nitive and social impacts on subjectivity; (4) the concept of Homo connectus;  
(5) effects on knowledge, education, and professional domains.

The study proposes the Autonomy-Enabling Ratio (AER), a metric quanti-
fying the proportion of autonomous user decisions within the totality of IoT 
interaction scenarios.

The research contributes a conceptual framework for analyzing how tech-
nical infrastructures restructure cognitive processes, automate actions, and 
redefine autonomy within digitally mediated environments. It introduces 
Homo connectus as a structurally dependent subject whose cognitive agency 
is constrained by service-algorithmic infrastructures.

IoT as Materialized Cognitive Practice

The Internet of Things exemplifies the technical materialization of cognitive 
processes within digital environments. The integration of objects into networks 
reorganizes knowledge structures, human-technical interactions, and social 
configurations. IoT reflects the institutionalization of cognitive practices across 
socio-technical and educational domains [Floridi 2014: 113; Hui 2021: 75].

Cognitive practice is defined as an institutionally, technically, and cultur-
ally embedded system for producing, structuring, legitimizing, and applying 
knowledge within technical, educational, regulatory, and economic frame-
works. It operates across epistemological (knowledge formation), social (nor-
mative regulation of cognition), and techno-ontological (projection of cogni-
tive models into infrastructures) levels.

The system of cognitive practice includes: technical standardization (data 
protocols, interfaces, device ontologies); educational and professional train-
ing (STEM programs, engineering competencies); institutional mechanisms 
(digitalization strategies, corporate governance); and cultural legitimization 
(public representations of autonomous technologies) [Miorandi et al. 2012: 
1498; van Dijck 2014: 202].
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Within this transformation, IoT functions as a knowledge transmission 
infrastructure, embedding architectures, protocols, and analytics into auton-
omous control systems. Cognitive action is projected through standards, al-
gorithms, and institutional mechanisms consolidated within digital-material 
environments [Floridi 2014: 119; Hui 2021: 87].

The degree of IoT integration correlates with the institutional maturity of 
cognitive practices. Where knowledge is formalized through standards, cur-
ricula, regulations, and management systems, technological deployment ac-
celerates. IoT penetration thus reflects the cognitive readiness of socio-tech-
nical environments for algorithmic restructuring.

Empirical studies confirm that IoT adoption aligns with stabilized knowl-
edge structures, high R&D investment, and advanced professional education – 
logistics, industry, telemedicine, cybersecurity, finance, and urban manage-
ment. Sectors with fragmented cognitive structures – agriculture, culture, 
public governance, and basic education – exhibit lower integration, illustrat-
ing the dependency of technological development on institutionalized cogni-
tion [Viasat 2024; Ubisense & Arlington Research 2023; IoT Analytics 2024, 
2025; Kumar 2025].

IoT both reflects and transforms cognitive practice, consolidating knowl-
edge structures while reconfiguring their function. Analyzing this requires 
philosophical engagement with the ontological, epistemological, and social 
implications of technical environments for cognition and subjectivity.

Philosophical Dimensions of Cognitive Transformation through IoT

IoT exemplifies the transformation of cognitive practices within technical 
environments that restructure knowledge, action models, and subjectivity. 
Initially framed as a model of networked object interaction [Ashton 2009], 
IoT evolved into a complex philosophical ontology encompassing infrastruc-
tures, ecosystems, and interaction ontologies [Floridi 2014].

This evolution signals reconfiguration of technical, cognitive, and social ex-
istence under IoT influence, manifesting across five dimensions:

Ontological: Environments become infrastructural systems populated by 
operationally active, data-generating objects. Hybrid entities – physical-dig-
ital formations – merge materiality, computation, and functionality [Floridi 
2014: 72]. Objects attain quasi-subjects 1 within algorithmic environments.

Epistemological: Knowledge production shifts from human-centered pro-
cesses to technical mediation. Data-driven knowledge emerges without reflec-

1 «Quasi-subject» refers to a technical or physical-digital system that functionally affects 
processes, initiates actions, and participates in interactions without possessing full attributes 
of subjectivity (such as consciousness, ethical responsibility, or moral autonomy), yet has the 
capacity to modify the cognitive configuration of its environment.
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tive human participation [Kitchin & Dodge 2020: 88], challenging classical epis-
temology and demanding new frameworks for legitimizing machine cognition.

Social: IoT restructures interaction, governance, and communication. 
Service architectures enhance efficiency while reinforcing control and de-
pendency [Lupton 2016: 104]. Environmental design conditions action and 
knowledge access, rendering autonomy contingent upon technical mediation.

Ethical: Autonomous technical systems introduce dilemmas of data con-
trol, algorithmic decision-making, and redistributed responsibility between 
humans and machines [Coeckelbergh 2015: 67]. Addressing this requires an 
ethics of technical agency, accounting for algorithmic functions and machine 
boundaries.

Cognitive-practical: Everyday activity is restructured by sensor-computa-
tional environments. Technical mediation generates scenarios wherein indi-
vidual action aligns with algorithmic prescriptions [Verbeek 2011: 56]. Expe-
rience and meaning-making become contingent on technical infrastructures.

IoT integrates material, digital, and cognitive domains, producing en-
vironments where automated knowledge, ambiguous responsibility, and 
constrained autonomy prevail. This reconfiguration demands philosophical 
analysis of knowledge production, subjectivity, and social structures under 
conditions of algorithmic mediation.

The concept of quasi-subject describes physical-digital systems that influ-
ence processes, initiate actions, and restructure cognitive environments with-
out possessing full attributes of subjectivity – consciousness, ethical responsi-
bility, or autonomy – yet significantly impact the cognitive landscape.

IoT and the Modification of Anthropogenesis  
within Digital-Technical Environments

The transformation of cognitive practice under the influence of IoT re-
shapes the parameters of subjectivity and social interaction. IoT functions as 
a technical environment that produces new cognitive models and interaction 
regimes, characterized by declining autonomy, epistemic competence, and 
social independence. This process generates new configurations of human 
subjectivity marked by the loss of self-sufficiency, functional delegation, and 
dependency on digital infrastructures. These conditions drive key modifica-
tions of anthropogenesis linked to the evolution of cognitive practice.

Loss of Object Autonomy and Functional Restriction. IoT transforms every-
day and work-related objects from autonomous tools into network-dependent 
nodes under external control. Devices lose operational autonomy, becoming 
reliant on infrastructure connectivity, remote updates, and external manage-
ment – functional authority transfers to manufacturers or service providers 
[Janiesch et al. 2020: 161; Manwaring & Hall 2019: 8-12].
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Objects cease to be self-sufficient, as functionality becomes contingent on 
constant connectivity. For example, Philips Hue smart lighting systems lose 
most functions without network access [Signify 2023]. Opportunities for au-
tonomous use, repair, or modification are restricted or eliminated. A new on-
tological dependency emerges: technical objects serve merely as interfaces to 
external digital resources. Users lose control over tools, retaining only frag-
mented functionality via subscriptions or licenses. Tesla vehicles illustrate 
this, where functions are activated through additional payments [Tesla 2024].

Erosion of Practical and Instrumental Knowledge. IoT displaces practical 
knowledge historically essential for individual survival and self-reliance. Ina-
bility to independently assess resource quality, loss of understanding of tech-
nical principles, and delegation of even basic actions to automated systems 
diminish human contact with the material world [Devitt 2015: 39].

Individuals lose functional competencies necessary for sustaining life in 
the event of infrastructural failure. Sensory criteria are replaced by digital al-
gorithmic standards, severing ties to material reality. For instance, Hive ther-
mostat systems render heating and security unmanageable without connec-
tivity, even if devices remain physically operational [Yadav 2019].

Decline of Epistemic Criticality. IoT alters attitudes toward information. 
Data provided by devices are perceived as inherently true and objective. Ba-
sic technical functions are overshadowed by secondary, marketing-driven 
«smart» services that distract from essential functionality. Branding, interface 
logic, and visual cues replace rational quality assessment [Monteiro 2019: 
170-172; Eigner 2023: 4-7].

Users lose epistemic autonomy – the ability to interpret and verify infor-
mation independently. Fitbit users, for example, rely on automated health 
metrics while disregarding personal sensations or professional diagnosis 
[Fitbit 2024]. Technical quality standards are replaced by visual or market-
ing constructs, eroding conceptual clarity. Technological redundancy fuels 
an attention economy where services capture user focus through algorith-
mically structured interactions serving producer interests. Alexa and Google 
Assistant embedded in household devices exemplify this, strategically fram-
ing commercial nudges as conveniences, subtly eroding critical discernment 
[Cha 2023].

Delegation Prevails Over Autonomous Choice. Service-dominated IoT en-
vironments displace autonomous decision-making with algorithmic recom-
mendations. Individuals increasingly follow pre-configured scenarios and 
recommended actions, bypassing reflection or critical evaluation. Services 
present “optimal” choices, constraining decision-making as a process of self-
determination [Capasso 2022: 12-13].

Automatic execution without user confirmation diminishes awareness of 
participation in decision-making. Delegated choice fosters dependency on 



ISSN 2309-1606. Філософія освіти. Philosophy of Education. 2025. 31 (1) 117

Bogdan Padalko. Cognitive Practice in the Era of the Internet of Things...

provider-defined logic. Energy management systems illustrate this, where 
optimal consumption patterns are provider-generated, eroding critical and 
value-based decision capacity [International Energy Agency 2024].

These cognitive-social transformations underpin the emergence of a new 
subject type – Homo connectus – operating within environments of external 
control, service dependency, and algorithmic delegation of cognitive and be-
havioral functions. Such developments constitute a logical phase in the evo-
lution of cognitive practice, wherein connectivity restructures cognition into 
service-mediated, algorithmically regulated forms.

The Evolution of Subjectivity: From Homo faber to Homo connectus

Anthropogenesis undergoes reversal: historically, development advanced 
toward expanding autonomy – from physical dependence to social interac-
tion, from social interaction to technological expansion, from technological 
expansion to informational self-governance. IoT-driven cognitive transfor-
mations invert this trajectory: cognitive autonomy contracts into technical 
connectivity, social interaction becomes service-mediated, and informational 
self-governance transitions to algorithmic control.

This produces social fragmentation. Survival once ensured by collective 
interaction and community resilience gives way to individualized existence 
within service shells of platforms and algorithmic structures [Castells 2010; 
Srnicek 2017]. Social interaction centralizes, as communication and behav-
ior become increasingly mediated by service infrastructures. Technological 
shells optimize environments and construct the architecture of social interac-
tion and everyday life.

Humans lose awareness of systemic functioning, relying on technical con-
nectivity to sustain reality. Meaning-seeking yields to interface navigation; 
existence narrows to service shells wherein platform structures subordinate 
materiality to algorithmic standards [Zuboff 2019]. Anthropogenesis shifts: 
the autonomy defining Homo faber [Mumford 2010; Arendt 1998] evolves 
into Homo connectus, whose life becomes inseparable from service infra-
structures and consumption-driven scenarios.

Homo connectus is a conceptual innovation defining a subjectivity type 
emerging through cognitive practice transformation within IoT environ-
ments. This model restructures subjectivity toward service dependency, 
cognitive autonomy delegation, and integration into automated connectivity, 
wherein technical architecture governs access to knowledge, resources, and 
social interaction.

To delineate Homo connectus, prior models of digital subjectivity are con-
sidered. The cyborg subject reflects techno-bodily hybridity, erasing bound-
aries between biology and technology [Haraway 1991]. The extended mind 
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posits cognition extending beyond the biological brain to include tools, re-
cords, and digital systems [Clark 1998]. The data subject frames individuals as 
data carriers defined by digital traces and control systems [Zuboff, & Tsalikis 
2019]. In contrast, Homo connectus embodies behavioral adaptability within 
service infrastructures, with partial delegation of cognitive autonomy to tech-
nical systems.

Homo sapiens thought, learned, and acted as an autonomous knowledge 
bearer; Homo faber mastered tools as bodily extensions; Homo connectus op-
erates as a behavioral agent within digital infrastructures where autonomy is 
constrained, and action is impossible outside connectivity and technical me-
diation. Subjectivity arises through synchronization with service ecosystems, 
diminishing reflexive engagement with tools.

Key Characteristics of Homo connectus:
Technically Mediated Action: Individuals act via interfaces, technical mod-

ules, or applications, with choices structured by algorithmic scenarios.
Platform Dependency: Access to resources, services, communication, and 

knowledge requires continuous connectivity.
Delegation of Cognitive Autonomy: Meaning orientation derives from sys-

tem signals and recommendations rather than personal interpretation.
Epistemic Center Shift: Truth is validated through quantitative, algorithmic 

evaluation systems (ratings, relevance, classification) over subjective judg-
ment.

Network Enclosure: Experience is confined within the horizon of platforms, 
services, connections, and signals.

As a methodological tool for assessing subject autonomy, this study in-
troduces the original indicator  –  the Autonomy-Enabling Ratio (AER). AER 
serves as a universal analytical construct for philosophical and practical eval-
uation of individual autonomy within digital environments. It is calculated as 
the ratio of actually accessible autonomous action scenarios to the total num-
ber of behavioral scenarios within connected infrastructures. AER captures 
the level of preserved cognitive autonomy, decision-making capacity, and the 
ability of individuals to act independently of the structural logic imposed by 
technical systems.

AER aligns conceptually with contemporary autonomy assessments, in-
cluding relational autonomy theory [Kempt et al. 2024] and human-machine 
trust evaluations [Gebru et al. 2022], yet differs methodologically by focus-
ing on the ratio between autonomous and algorithmically regulated scenarios 
within connected environments. Declining AER indicates intensifying plat-
formization, decision delegation, and service mediation; rising AER reflects 
cognitive autonomy preservation and epistemic competence. 

AER integrates conceptual autonomy-subject capacity for orientation, in-
terpretation, and decision-making beyond technical mediation – with onto-
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logical analysis of materialized cognitive practice and empirical autonomy 
assessment, offering a metric for evaluating subjectivity within digital infra-
structures.

The shift toward technical dependency and autonomy delegation reshapes 
action structures and knowledge acquisition mechanisms, necessitating anal-
ysis of cognitive environment transformation where knowledge, education, 
and social integration occur.

Knowledge, Education, and Professional Practice within the Homo 
connectus Environment

As Edwin Hutchins notes, «humans create their cognitive powers by creat-
ing the environments in which they exercise those powers» [Hutchins 1995: 
16]. This thesis, developed within theories of distributed cognition and cogni-
tive ecology, acquires new significance in the technical environment of Homo 
connectus. This statement underpins the theory of cognitive ecology, emphasiz-
ing how knowledge structures and capacities are environmentally embedded 
and socially mediated.

Cognitive action in connected environments is shaped by dependence on 
technical infrastructures, altering access to knowledge, education, and profes-
sional activity. The subject operates simultaneously as a bearer of cognition 
and as an integrated element of service ecosystems [Floridi 2014: 113].

Knowledge increasingly takes the form of pre-structured informational 
products generated without active subject participation. IoT systems, sensor 
modules, and algorithmic infrastructures autonomously collect, process, and 
transmit knowledge, limiting reflective control and critical evaluation. Plat-
forms and protocols govern knowledge access, constraining cognitive autono-
my [Monteiro 2019: 168–169; Cotter 2020: 745].

Education within Homo connectus environments suppresses critical think-
ing and independent verification. Learning processes follow algorithmic sce-
narios controlled by platforms in modular «school-to-cloud» systems [Euro-
pean Union 2024]. Corporate standards define content structure, while ac-
cess to unprocessed data and cognitive procedures is restricted. The loss of 
fundamental practical knowledge-technical, material, or social-deepens user 
dependency and weakens cognitive resilience [Devitt 2015: 39].

Professional skills are developed within algorithmically mediated infra-
structures. Technical knowledge and operational competencies are standard-
ized, fragmented, and delivered via digital services, deepening dependency on 
infrastructure owners [IoT Analytics 2024].

Empirical studies confirm that declining knowledge and skill autonomy 
directly correlates with the growing technical dependence of education and 
professional activity. Fewer than 50% of learners can explain the operational 
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logic of educational systems functioning as adaptive digital modules applying 
algorithmic assessments with undisclosed mechanisms. Participants lack ac-
cess to technical foundations of cognitive processes [Shoikova et al. 2016: 31].

These dynamics reflect structural shifts in knowledge and competence. Ta-
ble 1 illustrates the contrast between autonomous and delegated scenarios in 
classical versus connected environments.

Table 1. Cognitive Transformation in Classical  
and Homo connectus Environments

Parameter Classical Model Connected Environment

Knowledge Source Independent cognition, 
reflection

Pre-structured informational products, 
algorithms

Information Access Direct, unrestricted Platform-mediated, fragmented
Educational 
Process

Critical verification, adaptive 
learning Algorithmic scenarios, platform control

Professional 
Practice

Competence, autonomous 
decision-making Dependency on standards and digital services

AER assessments demonstrate sectoral differences in cognitive autonomy 
relative to technical mediation intensity. Table 2 presents comparative AER 
levels across knowledge and professional domains.

Table 2. Autonomy-Enabling Ratio (% Autonomous Action) Across Sectors  
(2025 Estimates 1)

Domain AER Primary Factors Reducing AER
Basic Education 65 20–40% of teacher tasks are automatable, leaving 60–80% under human 

control (average ≈ 65%)
Technical Higher 
Education

40 1) Only 36% of instructors regularly use Gen-AI, while 60% of students 
already do, resulting in major delegation of learning to systems; 2) Fewer 
than 10% of institutions have AI policies, reflecting external platform 
dependency.

Office Work 50 The WEF Future of Jobs Report forecasts ≥50% of office tasks will be 
machine-executed by 2025, implying ≈50% remain under human control.

High-Tech 
Manufacturing

25 Up to 58% of operations are automated; in the US, production work has a 
73% automation potential (excluding Gen-AI), leaving ≈27% autonomy.

Critical 
Infrastructure 
(Aviation)

10 Autopilot is active during ≈90% of a typical commercial flight; pilot 
control applies to only ≈10%.

1 AER assessments presented in this study constitute a conceptual analytical model derived 
from data published by IoT Analytics (2024), the World Economic Forum (2025b), McKinsey 
& Company (2020, 2022), Lederman (2024), UNESCO (2023), the World Economic Forum 
(2018), the McKinsey Global Institute (2023), and the AAG (2024), as well as from generalised 
trends across open-access sources.
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The results reveal significant disparities in cognitive autonomy retention. 
The lowest AER occurs in safety-critical and high-tech manufacturing do-
mains, reflecting algorithmic dominance and constrained independent action. 
Education and office work maintain moderate autonomy but exhibit declining 
AER under platformization. Even traditionally autonomous knowledge sec-
tors increasingly depend on technical mediation.

AER values require not only quantitative measurement but also contextual 
and qualitative interpretation. This includes assessing implementation set-
tings, risk levels, and permissible thresholds of delegation to technical sys-
tems. In high-risk domains such as aviation, AER reduction may have fatal 
consequences. This is demonstrated by the Boeing 737 MAX crashes (2018–
2019), where the MCAS algorithm intervened in control without sufficient pi-
lot awareness or override capability [Dekker & Woods 2024: 4–6].

Conversely, deliberate AER reduction may enhance reliability and safety – 
e.g., in modern weapons systems where automation shortens reaction times 
and reduces human error [U.S. Department of Defense 2013: 15].

Combining quantitative and qualitative AER analysis enables evidence-
based governance of connectivity and autonomy. As of 2024, IoT integration 
remains partial: approximately 26% of industrial enterprises, 20% of health-
care providers, and 15% of public administration have adopted IoT solutions. 
Connectivity is concentrated in high-tech sectors, selected manufacturing 
segments, and pilot educational settings, while large parts of the economy 
and social practices continue to operate on traditional autonomous models 
[IoT Analytics 2024; World Economic Forum 2025a]. 

Education and professional practice increasingly incorporate technologi-
cal and governance mechanisms to safeguard cognitive autonomy. Transpar-
ency protocols, human-in-the-loop systems, and regulatory safeguards man-
dating human oversight of critical cognitive processes are actively developed 
[OECD 2019; European Union 2024]. These measures constrain algorithmiza-
tion, preserving cognitive independence and reflexivity in Homo connectus 
environments.

AER quantifies the share of decisions made independently of external sys-
tems, offering a metric to assess risks of losing authentic experience under 
algorithmic mediation. Even in cases where algorithms act autonomously, 
AER enables evaluation of residual human cognitive involvement. Ethical con-
straints and regulatory instruments must be explored to ensure equilibrium 
between system efficiency and human-centered autonomy.

The quantitative measurement and interpretative application of AER 
across knowledge, education, and professional domains require coordinated 
engagement among researchers, engineers, and lawmakers. Valid methodol-
ogy demands expert consensus, long-term development, and adaptability to 
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evolving infrastructures 1. Safeguarding zones of autonomous action in cogni-
tive, educational, and occupational processes remains essential for preserv-
ing subjectivity in the Homo connectus environment.

Conclusion

This study conceptualized cognitive transformations induced by IoT infra-
structures and their impact on subjectivity, knowledge, education, and pro-
fessional activity. IoT functions as a materialized form of cognitive practice, 
simultaneously restructuring cognition through algorithmization, connectiv-
ity, and service dependency.

Connectivity reshapes cognition, reduces autonomous action, and embeds 
human-environment interaction within service-mediated structures. Delega-
tion of orientation, interpretation, and decision-making to technical systems 
restructures autonomy and constrains individual problem-solving capacity. 
Anthropogenesis shifts toward platform dependency and technical mediation.

Homo connectus represents a structurally dependent subjectivity emerg-
ing within IoT environments, characterized by algorithmic sense-making, 
platformization, and constrained cognitive autonomy.

Knowledge, education, and professional competencies increasingly de-
pend on technical infrastructures, diminishing autonomy and modifying cog-
nitive configurations. AER serves as a quantitative metric for assessing au-
tonomy levels across connected environments.

Key contributions of this research include:
zz Defining IoT as a materialization and transformation of cognitive practice;
zz Identifying anthropogenetic shifts toward infrastructural dependency and 

algorithmic cognition;
zz Revealing structural transformations in knowledge, education, and 

professional competence;
zz Conceptualizing Homo connectus as a dependent subjectivity type;
zz Introducing AER as a tool for autonomy assessment within connected 

environments.

All research objectives were consistently addressed and substantiated. IoT 
was analyzed as a technical mode of cognitive practice encompassing social, 

1 For precise AER measurement, we propose a stepwise protocol. First, define explicit criteria for 
“autonomous” scenarios—actions by users or devices executed without third-party algorithmic 
or operator intervention. Then, collect data using (a) content analysis of manufacturer technical 
documentation, (b) structured interviews with IoT users, and (c) experimental observation 
in controlled conditions. AER is calculated as the ratio of autonomous to total behavioral 
scenarios in the sample. Reliability is tested using the Cramér–von Mises distribution test and 
Cronbach’s alpha for internal consistency. Only statistically validated AER values qualify for use 
as autonomy assessment metrics.
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educational, and institutional dimensions. The study revealed risks of algo-
rithmic restructuring, autonomy erosion, and dependency inherent to Homo 
connectus environments.

Future research should focus on empirical AER validation, longitudinal 
autonomy dynamics, analysis of Homo connectus dependency effects, and de-
velopment of technological, educational, and regulatory strategies for safe-
guarding cognitive autonomy within digitally mediated infrastructures. With-
out such measures, Homo connectus risks not only diminished autonomy but 
erosion of subjectivity itself through habitual delegation of cognitive agency.

Referenses:
Alfa Aviation Group. (2024, January 15). The impact of automation on airline pilots. AAG 

Philippines Flight Training Center. https://aag.aero/the-impact-of-automation-on-
airline-pilots/

Amoore, L. (2020). Cloud ethics: Algorithms and the attributes of ourselves and others. Duke 
University Press.

Arendt, H. (1998). The human condition (2nd ed.). Chicago: University of Chicago Press.
Ashton, K. (2009). That ‘Internet of Things’ thing. FID Journal, 22(7), 97–114.  

https://www.rfidjournal.com/expert-views/that-internet-of-things-thing/73881/
Capasso, M., & Umbrello, S. (2022). Responsible nudging for social good: New healthcare 

skills for AI-driven digital personal assistants. Medicine, Health Care and Philosophy, 
25(1), 11–22. https://doi.org/10.1007/s11019-021-10062-z

Castells, M. (2010). The rise of the network society (2nd ed.). Oxford, UK: Wiley-Blackwell. 
http://dx.doi.org/10.1002/9781444319514

Cha, M. (2023). Introducing a new era for the Alexa smart home / Amazon. https://www.
aboutamazon.com/news/devices/amazon-smart-home-announcements-2023

Clark, A., & Chalmers, D. (1998). The extended mind. Analysis, 58(1), 7–19.  
https://doi.org/10.1093/analys/58.1.7

Coeckelbergh, M. (2015). Environmental skill: Motivation, knowledge, and the possibility of a 
nonalienated relation to nature. Routledge. https://doi.org/10.4324/9781315714158

Cotter, K., & Reisdorf, B. C. (2020). Algorithmic knowledge gaps: A new horizon of (digital) 
inequality. International Journal of Communication, 14, 745–765. https://ijoc.org/in-
dex.php/ijoc/article/view/12450

Dekker, S. W. A., & Woods, D. D. (2024). Wrong, strong, and silent: What happens when 
automated systems with high autonomy and high authority misbehave? Journal of 
Cognitive Engineering and Decision Making, 15553434241240849. https://safetyin-
sights.org/2024/11/18/wrong-strong-and-silent-what-happens-when-automated-
systems-with-high-autonomy-and-high-authority-misbehave/

Dourish, P., & Bell, G. (2011). Divining a digital future: Mess and mythology in ubiquitous 
computing. Cambridge, MA; London, England: MIT Press.

Eigner, A., & Stary, C. (2023). The role of Internet-of-Things for service transformation. 
SAGE Open, 13(1), 1–21. https://doi.org/10.1177/21582440231159281

European Union. (2024). Artificial Intelligence Act. Official Journal of the European Union. 
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32024R1689

Fitbit. (2024). Health tracking insights. https://www.fitbit.com/global/us/technology



ISSN 2309-1606. Філософія освіти. Philosophy of Education. 2025. 31 (1)124

Освіта і виклики штучного інтелекту

Floridi, L. (2014). The fourth revolution: How the infosphere is reshaping human reality. 
Oxford, UK: Oxford University Press.

Gebru, B., Zeleke, L., Blankson, D., & Nabil, M. (2022). A review on human–machine 
trust evaluation: Human-centric and machine-centric perspectives. IEEE Transac-
tions on Human-Machine Systems, 52(6), 1254–1269. https://doi.org/10.1109/
THMS.2022.3144956

Greengard, S. (2015). The internet of things. MIT Press.
Haraway, D. (1991). Simians, cyborgs, and women: The reinvention of nature. Routledge.
Hui, Y. (2021). Recursivity and contingency. Rowman & Littlefield.
Hutchins, E. (1995). Cognition in the wild. Cambridge, MA; London, England: MIT Press.
International Energy Agency. (2024). Energy and AI. https://www.iea.org/reports/ener-

gy-and-ai
IoT Analytics. (2024). State of IoT Summer 2024. https://iot-analytics.com/product/state-

of-iot-summer-2024/
IoT Analytics. (2025). Hannover Messe 2025 – the latest Industrial IoT/Industry 4.0 Trends. 

https://iot-analytics.com/product/hannover-messe-2025-industrial-iot-industry- 
4-0-trends/

Janiesch, C., Fischer, M., Winkelmann, A., & Nentwich, V. (2020). Specifying autonomy in 
the Internet of Things: The autonomy model and notation. Information Systems and 
e-Business Management, 17, 159–194. https://doi.org/10.48550/arXiv.2011.09239

Kempt, H., Colombo, C. F., & Nagel, S. K. (2024). Human–machine relations and re-
lational autonomy. Journal of Human-Machine Communication, 5(1), 32–54.  
https://doi.org/10.30658/hmc.9.5

Kitchin, R., & Dodge, M. (2020). Code/space: Software and everyday life. Cambridge, MA: 
MIT Press. https://doi.org/10.7551/mitpress/9780262042482.001.0001

Kumar, N. (2025, July 5). Internet of Things (IoT) Statistics: Market & Growth Data. De-
mandSage. https://www.demandsage.com/internet-of-things-statistics/

Lederman, D. (2024, May 22). Three in five students regularly use AI, survey finds. In-
side Higher Ed. https://www.insidehighered.com/news/student-success/academic-
life/2024/06/28/one-third-college-instructors-are-using-genai-heres

Lupton, D. (2016). The quantified self: A sociology of self-tracking. Cambridge: Polity Press. 
https://doi.org/10.1111/1467-9566.12495

Manwaring, K., & Hall, C. (2019). Legal, social and human rights challenges of the Internet 
of Things in Australia. Social Science Research Network (SSRN). https://papers.ssrn.
com/sol3/papers.cfm?abstract_id=3464277

McKinsey & Company. (2020, December 16). How artificial intelligence will impact K-12 
teachers. https://www.mckinsey.com/industries/education/our-insights/how-
artificial-intelligence-will-impact-k-12-teachers

McKinsey & Company. (2022, July). Industry 4.0: Reimagining manufacturing operations 
after COVID-19. https://www.mckinsey.com/featured-insights/mckinsey-explainers/
what-are-industry-4-0-the-fourth-industrial-revolution-and-4ir

McKinsey Global Institute. (2021). The Internet of Things: Catching up to an accelerat-
ing opportunity. https://www.mckinsey.com/capabilities/mckinsey-digital/our-
insights/iot-value-set-to-accelerate-through-2030-where-and-how-to-capture-it

McKinsey Global Institute. (2023, November). Don’t ask me, AI just work here: Automation 
potential in production occupations. https://www.mckinsey.com/featured-insights/
sustainable-inclusive-growth/charts/dont-ask-me-ai-just-work-here



ISSN 2309-1606. Філософія освіти. Philosophy of Education. 2025. 31 (1) 125

Bogdan Padalko. Cognitive Practice in the Era of the Internet of Things...

Miorandi, D., Sicari, S., De Pellegrini, F., & Chlamtac, I. (2012). Internet of Things: Vi-
sion, applications and research challenges. Ad Hoc Networks, 10(7), 1497–1516.  
https://doi.org/10.1016/j.adhoc.2012.02.016

Monteiro, E., & Parmiggiani, E. (2019). Synthetic knowing: The politics of the Internet of 
Things. MIS Quarterly, 43(1), 167–184. https://doi.org/10.25300/MISQ/2019/13799

Mumford, L. (2010). Technics and civilization. University of Chicago Press.
OECD. (2019). OECD principles on artificial intelligence. https://www.oecd.org/going-

digital/ai/principles/
OECD. (2024). Digital economy outlook 2024. https://www.oecd.org/digital/digital-econ-

omy-outlook/
Shoikova, E., Krumova, M., & Kovatcheva, E. (2016). Learning in a smart city environment. 

Journal of Educational and Social Research, 6(1), 27–34. http://www.davidpublisher.
com/Public/uploads/Contribute/584138586e4a6.pdf

Signify. (2023). Philips Hue: Smart lighting for connected homes. https://www.philips-hue.
com/en-us/explore-hue/how-it-works

Srnicek, N. (2017). Platform capitalism. Polity Press.
Tesla. (2024). Vehicle feature subscriptions and connectivity. https://www.tesla.com/sup-

port/connectivity
Ubisense Ltd., & Arlington Research. (2023). IoT in manufacturing 2023: Location-based 

services as an imperative for survival [White paper]. https://ubisense.com/a-rapid-
increase-in-iot-adoption-manufacturing-iot-in-2023/

UNESCO. (2023). Guidance for generative AI in higher education and research.  
https://www.unesco.org/en/articles/unesco-survey-less-10-schools-and-
universities-have-formal-guidance-ai

U.S. Department of Defense. (2013). Unmanned systems integrated roadmap: FY2013–
2038 (Report No. DOD-2013-15). U.S. Department of Defense. https://apps.dtic.mil/
sti/pdfs/ADA592015.pdf

van Dijck, J. (2014). Datafication, dataism and dataveillance: Big data between scien-
tific paradigm and ideology. Surveillance & Society, 12(2), 197–208. https://doi.
org/10.24908/ss.v12i2.4776

Verbeek, P.-P. (2011). Moralizing technology: Understanding and designing the morality of 
things. University of Chicago Press. https://books.google.com/books?id=Falkge0XaxoC

Viasat, Inc. (2024). The state of industrial IoT in 2024 [White paper]. https://www.viasat.
com/content/dam/us-site/enterprise/perspectives/documents/Viasat-State-of-IoT-
in-2024-Report.pdf

Weinberger, D. (2011). Too big to know: Rethinking knowledge now that the facts aren’t the 
facts, experts are everywhere, and the smartest person in the room is the room. Basic 
Books.

World Economic Forum. (2018). The future of jobs report 2018. https://www.weforum.
org/reports/the-future-of-jobs-report-2018

World Economic Forum. (2025a). Education 4.0 framework. https://initiatives.weforum.
org/reskilling-revolution/education-4-0-insights

World Economic Forum. (2025b). How education can adapt to prepare learners for to-
morrow’s demands [Interview]. https://www.weforum.org/stories/2025/01/future-
of-education-and-skills/

Yadav, P., Li, Q., Brown, A., & Mortier, R. (2019). Network service dependencies in com-
modity Internet-of-Things devices. In Proceedings of the 4th ACM/IEEE Conference 



ISSN 2309-1606. Філософія освіти. Philosophy of Education. 2025. 31 (1)126

Освіта і виклики штучного інтелекту

on Internet of Things Design and Implementation (IoTDI ’19) (pp. 202–212). ACM.  
https://doi.org/10.1145/3302505.3310082

Zuboff, S. (2019). The age of surveillance capitalism: The fight for a human future at the new 
frontier of power. New York: PublicAffairs.

Zuboff, S., & Tsalikis, C. (2019, August 15). Shoshana Zuboff on the undetectable, indeci-
pherable world of surveillance capitalism [Interview]. Centre for International Gov-
ernance Innovation. https://www.cigionline.org/articles/shoshana-zuboff-undetect-
able-indecipherable-world-surveillance-capitalism/

Богдан Падалко. Когнітивна практика в епоху Інтернету речей: Ave, 
Homo Connectus!

У статті здійснено філософський аналіз трансформації когнітивної прак-
тики людини під впливом технічного середовища Інтернету речей (IoT). 
Показано, що IoT функціонує як форма матеріалізації, алгоритмізації та тех-
нічної модифікації когнітивної практики, що змінює структуру пізнання, 
сенсотворення й соціальної взаємодії. Встановлено, що підключення до тех-
нічного середовища знижує автономність суб’єкта, змінює механізми орієн-
тації, пізнання й ухвалення рішень. Посилюється залежність від платформ, 
алгоритмічних структур і цифрових протоколів, що формує нову сервісно-
опосередковану структуру когнітивної активності. Зафіксовано зміщення 
антропогенезу у бік технічного посередництва пізнання та сервісної залеж-
ності. Сформульовано поняття людини підключеної (Homo connectus) як 
нового типу суб’єктності, що функціонує у сервісно-алгоритмічному серед-
овищі з делегуванням когнітивної автономії технічним системам. Визна-
чено основні характеристики Homo connectus: технічну опосередкованість 
дій, платформну залежність, алгоритмічне сенсотворення, зміну соціальної 
структури та обмеження рефлексивної дії. Запроваджено аналітичний по-
казник Коефіцієнт забезпечення автономності (Autonomy-Enabling Ratio, 
AER), що дозволяє кількісно оцінити рівень когнітивної автономії у серед-
овищі підключення. Показано, що AER фіксує ступінь автономності у сфе-
рах пізнання, освіти, професійної дії та сенсотворення, а також демонструє 
ризики зниження автономії під впливом технічного середовища. Стаття 
поглиблює філософське осмислення взаємозв’язку технічного середовища, 
когнітивної автономності та соціальної суб’єктності у цифрову епоху, окрес-
лює нові методологічні інструменти для аналізу автономності у складних 
соціотехнічних системах.

Ключові слова: Інтернет речей, когнітивна практика, автономність, 
філософія IoT, сервісна залежність, коефіцієнт забезпечення автономності, 
Homo connectus.
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